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Operations on Multiple Random 

Variables 

1. Expected Value of a Function of  Random Variables  

 

2. Joint Moments  

 

3. Joint Characteristic Functions 

 

4. Variance for Joint Distributions (Covariance) 

 

5. Conditional Expectation, Variance, and Moments 

 

6. Examples 
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1. Expected Value of a Function of Random Variables  

 The expected value of a function of random variables X and Y is 

given by  

 

 For N random variables X1 , X2 , ….. XN  

 

2. Joint Moments 

Joint Moments about the Origin (Product Moments): 

 The rth and sth product moment about the origin of the random 

variables X and Y, denoted by 𝝁𝒓,𝒔
′  is the expected value of 𝑿𝒓𝒀𝒔 

symbolically 
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For 𝐫 =  𝟎, 𝟏, 𝟐, . ..and 𝐬 =  𝟎, 𝟏, 𝟐, . .. when X and Y are discrete,  

And 

 
When X and Y are continuous. 

 The joint moments of the random variables X and Y about the origin 

are defined by  

 

o The sum n+k called the order of the moments. 

Clearly: 

 

 The first order joint moments: 
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 The second order joint moments: 

 

 The correlation of X and Y is important to later work: 

 

a) If  

 

Then X and Y said to be uncorrelated 

b) Statistical independence of X and Y is sufficient to 

guarantee they are uncorrelated but the converse is not 

necessarily true in general. 

c) If  

 
Then X and Y called orthogonal random variables. 
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 Example:  

Let X be a random variable that has a mean value 𝑬[𝑿] = 𝟑 and 

variance 𝝈𝑿
𝟐 = 𝟐. Another random variable is defined by 𝒀 =

 −𝟔𝑿 + 𝟐𝟐. Find the mean value of Y, the variance of Y and the 

correlation of X and Y. 

o Solution: 
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Joint Central Moments (Product Moments about the mean): 

 The rth and sth product moment about the means of the random 

variables X and Y, denoted by 𝛍𝐫,𝐬 is the expected value of 

(𝐗 − 𝛍𝐗)𝐫(𝐘 − 𝛍𝐘)𝐬 symbolically 

 
For 𝐫 =  𝟎, 𝟏, 𝟐, . .. and 𝐬 =  𝟎, 𝟏, 𝟐, . .. when X and Y are discrete,  

And 

 
When X and Y are continuous. 

 The joint central moments of the random variables X and Y are 

defined by 

 
o The sum n+k called the order of the moments.  
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 The first order central moments: 

 
 The second order central moments:  

 
 The second order moment μ11 is called the covariance of X and Y 

and is given by  

 

a) If X and Y are either independent or uncorrelated then  

 CXY = 0 
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b) If X and Y are orthogonal then  

 

 Example: From the previous example 

 

Find the covariance of X and Y. 

o Solution: 

 

Note that 
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3. Joint Characteristic Functions 

 The joint characteristic function of two random variables X and Y 

is defined by  

 

 The joint moments can be found as follows 
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 Example:  

Two random variables X and Y have the joint characteristic function 

 

 

o Solution: 
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4. Variance for Joint Distributions (Covariance) 

 If X and Y are two continuous random variables having joint density 

function f (x, y), then  

o The means, or expectations, of X and Y are 

 
o The variances are 

 
o Another quantity that arises in the case of two variables X and Y 

is the covariance defined by 

 
 In terms of the joint density function f (x, y), we have 
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 For two discrete random variables 

 
Some important theorems on covariance 

 Theorem 1: 

 
 Theorem 2: If X and Y are independent random variables, then 

 
 Theorem 3 

 
Or 

 
 Theorem 4 
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Correlation Coefficient 

 If X and Y are completely dependent, for example, when X =Y, then 

 
o From this we are led to a measure of the dependence of the 

variables X and Y given by 

 
o We call 𝝆 the correlation coefficient, or coefficient of 

correlation, −𝟏 ≤  𝝆 ≤ 𝟏. 

o In the case where 𝝆 = 𝟎 (i.e., the covariance is zero), we call the 
variables X and Y uncorrelated 

5. Conditional Expectation, Variance, and Moments 

 If X and Y have joint density function f (x, y), then we can define the 
conditional expectation, or conditional mean, of Y given X by 
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 We note the following properties 

 
 In a similar manner, we can define the conditional variance of Y 

given X as 

 
Where 

 
 Also we can define the rth conditional moment of Y about any value 

a given X as 
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6. Examples 

 Example 1: The joint and marginal probabilities of X and Y, are 

recorded as follows: 

 
Find the covariance of X and Y. 

 Solution 

 Referring to the joint probabilities given here, we get 

 
 and using the marginal probabilities, we get 
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 and 

 
 It follows that 

 
 Example 2: Find the covariance of the random variables whose joint 

probability density is given by 

 
 Solution 
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 Example 3: If the joint probability distribution of X and Y is given by 

the following table. Show that the covariance, of the two random 
variables, is zero even though they are not independent. 

 
 Solution 

 

 
Thus, 
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 Example 4: Suppose that the random variables 𝑿 and 𝒀 have a joint 

mass function given by 

𝒇(𝒙, 𝒚) = 𝒄(𝟐𝒙 + 𝒚)  
Where  

 𝟎 ≤ 𝒙 ≤ 𝟐, 𝟎 ≤ 𝒚 ≤ 𝟑  
Find 

(a) 𝑬(𝑿),  (b) 𝑬(𝒀),  (c) 𝑬(𝑿𝒀),  (d) 𝑬(𝑿𝟐),  (e) 𝑬(𝒀𝟐),  

(f) 𝑽𝒂𝒓 (𝑿), (g) 𝑽𝒂𝒓 (𝒀), (h) 𝑪𝒐𝒗 (𝑿, 𝒀),   (i) 𝝆 

 Solution 
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 Example 5: Suppose that the random variables 𝑿 and 𝒀 have a joint 

density function given by 

𝒇(𝒙, 𝒚) =  {
𝟏

𝟐𝟏𝟎
 (𝟐𝒙 + 𝒚)           𝟐 < 𝒙 < 𝟔,   𝟎 < 𝒚 < 𝟓

𝟎                                                       𝑶𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆

} 

Find 

(a) 𝑬(𝑿),  (b) 𝑬(𝒀),  (c) 𝑬(𝑿𝒀),  (d) 𝑬(𝑿𝟐),  (e) 𝑬(𝒀𝟐),  

(f) 𝑽𝒂𝒓 (𝑿), (g) 𝑽𝒂𝒓 (𝒀), (h) 𝑪𝒐𝒗 (𝑿, 𝒀),   (i) 𝝆 

 Solution 
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 Example 6: Proof the following theorem  

 
 Solution 

Proof By definition the covariance of X and Y and using the 

various theorems about expected values, we can write 

 
 Example 7: Proof the following theorem  

If X and Y are independent, then 𝑬(𝑿𝒀)  =  𝑬(𝑿) ∙ 𝑬(𝒀) and 𝝈𝑿𝒀  =  𝟎. 

 Solution 

Proof For the discrete case we have, by definition, 
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Since X and Y are independent, we can write 𝒇 (𝒙, 𝒚)  =  𝒈(𝒙) ∙ 𝒉(𝒚), 

where 𝒈(𝒙) and 𝒉(𝒚) are the values of the marginal distributions of 
X and Y, and we get 

 
Hence, 

 
 Theorem (Remark) 

If 

𝑿𝟏, 𝑿𝟐, . . . , 𝑿𝒏 are independent 

Then 

𝑬(𝑿𝟏𝑿𝟐 . . . 𝑿𝒏)  =  𝑬(𝑿𝟏) ∙ 𝑬(𝑿𝟐) ∙ . . .∙ 𝑬(𝑿𝒏) 
This is a generalization of the first part of above theorem. 


