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1. Expected Value of a Function of Random Variables
v'The expected value of a function of random variables X and Y is
gilven by

g=EgX. D= [ e(x.y) fy (. y)dxdy

v'For N random variables X; , X5 , ..... XN
g = Llg(X, - X))
= _f e J._jg (X X8 ) Sy vy, (Ko Xl - - -dxy,

2. Joint Moments

Joint Moments about the Origin (Product Moments):

v'The r;m and s¢ product moment about the origin of the random
variables X and Y, denoted by pu, s is the expected value of X"Y*
symbolically

s =EX'YH) =3 > Xy -fxy)
Yy

X
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Forr = 0,1,2,..ands = 0,1,2,... when X and Y are discrete,
And

= E(XTYS) = / f X"y - f(x. y)dxdy

When X and Y are continuous.
v The joint moments of the random variables X and Y about the origin
are defined by

o = ELXY )= [T 700 f (e

o The sum n+k called the order of the moments.
Clearly:

m,, = L] X7] are the moments of X
2, = X[ Y "] are the moments of Y

v'The first order joint moments:

nm,, =FE[X]=X the mean value of X
my, =LY | = Y the mean valueof Y
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v'The second order joint moments:

11, = E[X 7] the mean square value of X

m7,, = Y 7] the mean square valie of Y
m,, = E| XY the correlatio n of X and Y

v'The correlation of X and Y is important to later work:

o =y = ELXV1= [ 7] s G

a) If

|R\y = E[X]E[Y] |

Then X and Y said to be uncorrelated

b) Statistical independence of X and Y is sufficient to
guarantee they are uncorrelated but the converse is not
necessarily true in general.

c) If
R =0}

Then X and Y called orthogonal random variables.
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v’ Example:
Let X be a random variable that has a mean value E[X]| = 3 and
variance o% = 2. Another random variable is defined by Y =
—6X + 22. Find the mean value of Y, the variance of Y and the
correlationof X and Y.
o Solution:

ol =E[X?]-X = E[X?]=ci+X =2+3=11
E[Y]= E[-6X +22]=—-6E[X]+22=4
E[Y?]= E[(—6X +22)*]= E[36X? —264 X + 484]

—36E[X?]-264E[X ]+ 484 = 88

ol =E[Y?]-Y =72
R, =E[XY]=E[-6X"+22X]=—6E[X ]+ 22E[X]

=—6(11)+22(3)=0
Smce R, =0, X and Y are orthogonal

R, = E[X]E[Y], X and Y are not uncorrelat ed
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Joint Central Moments (Product Moments about the mean):

v'The r; and sg product moment about the means of the random
variables X and Y, denoted by p.s is the expected value of
(X — ux) (Y — py)® symbolically

Hry.s = E[(X - HX)F( Y — YJS]

=D > x—pux) v —puy)f(x.y)
x oy

Forr = 0,1,2,...ands = 0,1,2,.. when X and Y are discrete,
And

My s = E[{X — .uﬁ,}r(y_ HY}S]

o0 (o o]
= f f (x —px)' (v —pey)® - f(x, yydxdy

When X and Y are continuous.
v'The joint central moments of the random variables X and Y are
defined by
£, = EL(X — X)) (Y —Y)"]

— [T T == Sy ()l

o The sum n+k called the order of the moments.
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v'The first oxrder central moments:

Lo =F[X — X =0
Lo, = EY —Y1=0

v'The second oxrder central moments:

tro = E[(X — X)?] =03
Loy = E[(Y —Y)?] = o7
Ay = E[(X—f)(Y—}_])] = C

v'The second order moment |1;; is called the covariance of X and Y
and is given by

CXY =t :E[(X_Y)(Y_Y)] p= Py _ Cyr
— RXY - E [ X ] E [Y} Fhoothy 950y

K called the correlatio n coefficien t

a)If X and Y are either independent or uncorrelated then
Cxy=0

Dr. Qadri Hamarsheh Probability & Random Variables 8



b)If X and Y are orthogonal then

v'Example: From the previous example

(., =—ELX]E]Y)

.

X =3

Y =4

e
o =2

R};}’ = 0

Y = —06.X + 22

Find the covariance of X and Y.

o Solution:

Note that

C

XY

—R., —XY=—12

-
Cyy

=—X7Y, because X and Y are orthogonal
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3. Joint Characteristic Functions

v The joint characteristic function of two random variables X and Y
is defined by

(I)X.Ir' ((1) i (02) — E[ej(?)lX“L"fﬂhy]

400 @ o0 ) o
=[] Terer o (e y)dxdy

v ' The joint moments can be found as follows

0" D (0, )

om! 8(9

= (—j)""

@ =0.0,=0

+(@)=D, . (».,0) and D, (@,)=D, ,(0,m,)

are the margmal characteri stic fimctions
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v’ Example:

Two random variables X and Y have the joint characteristic function

FI) XY ((01 - (02 ) — e_z oy —8eoy ‘

‘ Find X, Y,R,, and Cy, |

o Solution:

~1
— 0D, . (v,0 )l ) o2
_ _ -~ 1+0 X.Y 1> 772 _ . =20 —8an _
X =my, = (=) — =— j(-4m)e =0
om, 0, @ =0.@,=0
@& =0.0,=0
~1
— 0D, (v a))‘ L2
_ _ .5 0+1 X.7 1272 _ . 2] -8 _
Y=m, =(—J) —— =—j(=16m,)e 2 =0
oW, 0, & =0,0,=0
- @=0,@,=0
D . (o, 0,) )
R._.=m, =(—j)" SR = — (-4 )(-16w,)e ** =0
X7 1 J 1 A 1 | )
6(01 (?(03 ®,=0.e,=0
ay=0.@,=0
(y=R,-XY=0 = Xand Y areuncorrelt ed
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4. Variance for Joint Distributions (Covariance)
v'If X and Y are two continuous random variables having joint density
function f (x, y), then
o The means, or expectations, of X and Y are

My = E(X) = ‘ 7 J 7 Xf(x, v)dxdy, my = E(Y) = J ‘ 7 Vi(x, v)dxdy ‘

— oo

o The variances are

— o0 — 0

oy = E[(X — my)?] = J | J (X — )2 f(x, y)dxdy

oy = E[(Y — py?] = ‘__ !__ (¥ — py)?flx, yvydxdy

o Another quantity that arises in the case of two variables X and YV
is the covariance defined by

‘(TXF = Cov(X.Y) = E[(X — u)(¥Y — pmy)] ‘

* In terms of the joint density function f (x, y), we have

Oy = ‘ J (X = (v — ) f(x ) dxdy ‘
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v’ For two discrete random variables
My — 2 z—‘f‘(—’f— V) My = 2 2)']%«11 V)

Oxy = 2 2(xX — p(Y — ) f(x. V)

Some important theorems on covariance
v ' Theorem 1:

Oy = E(XY) — E(X)E(Y) = E(XY) — iy

v ' Theorem 2: If X and Y are independent random variables, then

oyy = Cov(X,.Y) =0

v ' Theorem 3
|Var(X + Y)= Var(X) + Var(Y) = 2Cov(X.Y) |

Or

2 2 2 4
|G'X¢Y_G'x+o'r—2o'xr |

v Theorem 4

||0'X}f| = OxOy |
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Correlation Coefficient
v If X and Y are completely dependent, for example, when X =Y, then

lCOV (X,Y) =0y = U’XUFI

o From this we are led to a measure of the dependence of the
variables X and Y given by

_ Oyxy
P OxOy

o We call p the correlation coefficient, or coefficient of
correlation, —1 < p < 1.
o In the case where p = 0 (i.e., the covariance is zero), we call the
variables X and Y uncorrelated
5. Conditional Expectation, Variance, and Moments
v If X and Y have joint density function f (x, y), then we can define the
conditional expectation, or conditional mean, of Y given X by

o0

yfv|ody

HHszr=J
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v We note the following properties
. E(Y\X = x) = E(Y) when X and Y are independent.

2. E(Y) = ‘ CE(Y|X = x)f,(x)dx.

v'In a similar manner, we can define the condifional variance of Y
given X as

‘E[(Y — W)X =] = J__ v = m)f(y[x)dy ‘

Where
qu =E(Y|X = .,r)‘

v’ Also we can define the rth conditional moment of Y about any value
a given X as

(o

El(Y — (z)f\X = x| = J | (y — ﬁ?)"f(_‘x‘|.r)d)'
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6. Examples
v Example 1: The joint and marginal probabilities of X and Y, are
recorded as follows:

b @
O 1 2
1 1 1 v
O — — —_— —_—
(&) 3 12 12
2 1 v
Y 1 — J— -
- =] (8] 18
1 1
2
36 36
5 1 1
12 2 12

Find the covariance of X and Y.
= Solution
e Referring to the joint probabilities given here, we get

My 4 = E(XY)
—0-0-L40-1-240-2- L 41040 L4500 L
o O 36 3 (&) 12
1
6

e and using the marginal probabilities, we get
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e and

7 7 1 4
— =0 — 4+1-—4+2.— — —
ny = EY) =0-5+1-qg+2-52 =3

e It follows that

12 47
XY T 67397 54

v'Example 2: Find the covariance of the random variables whose joint
probability density is given by

. 2 for x=0,y=0.x+4+y<1
fx.y) = ]

0O elsewhere

= Solution

1 1 —x
[y = f f 2x dyvdx =
0 0
1 1 —x
My == f f 2y dy dx =
0 0

1 1—x 1
o4 = f f 2xvdy dx = —
. 0 0 12

W =

W] =

and

It follows that
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v'Example 3: If the joint probability distribution of X and Y is given by

the following table. Show that the covariance, of the two random
variables, is zero even though they are not independent.

AT
—1 O 1
1 1 1 1 2
o e 3|6 | 3
3 O 8] O O O
1 1 O 1 1
e 6 | 3
1 1 1
3 3 3
= Solution
= (—1 ! (8] ! 1 1—("}
JuX— _]'_,_,_-)_F '?"‘ §—
2 1 1
i | i | e
1 1 1 1 1
= (=D (=1 +0(—=1)- =+ 1(=1) -+ (=Dl +1-1-—
My (—=D(—1) 6+ (—1) 3+( ) 6+( ) 6+ 3
=0
Thus,

loxy =0-0(—3) =0}
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v'Example 4: Suppose that the random variables X and V have a joint
mass function given by
(x,y) =c(2x +y)
Where
)<x<2,0<y<

Find
(@) E(X), M) EY), () E(XY), (d) E(X*), (e)E(Y?),
@ Var (X), (g)Var(Y), () Cov (X,Y), @) p
= Solution
] Totals
x Y 0 1 2 3 011 S
0 0 C 2¢ 3¢ 6¢
| 2c 3c dc Sc l4c
2 4dc Sc 6cC Tc 22c¢
Totals — 6¢ O9c 12¢ 15¢ 42c
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(a) EX) = EE.xﬂ.\', y) = E.x‘[zﬂx. _\')i|

X

_ : . _sg. 28 _ 29
= (0)(6c) + (1)(14e) + (2)(22¢) = 58c¢ B o
(b) EY)= 2 2.y = E.\'[Eﬂ-r. ,v)}
_ _ 78 13
= (0)6c) + (1) 9c) + (2)(12¢) + (3)(15¢) = 78¢c = P) = =

(c) EXY) = EE.X‘_‘\‘_ﬂ.\‘, V)

= (0)(0)(0) + (O)(D)(c) + (0)(2)(2c) + (0)(3)(3c)
+ (D(0)(2e) + (DH(1H)Bc) + (1H(2)(4e) + (1)(3)(5¢)
+ (2)(0)(4c) + (2)(1)(5c) + (2)(2)(6c) + (2)(3)(7c)

102 17
= 102¢ = 0 -7
(d) E(X?) = Ez,ﬁf(,\‘, y) = E‘Z[Eﬂ‘ \):|
= (0R(60) + (1(14c) + (2(220) = 102¢ = 1= = L
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(1)

= EE\’%}C(L V) = { f(x, \]}

0T oV Vs

= (01(60) + (1)"9) + (2)(12¢) + (31(15¢) = 192c = 1492- :%
= Var(X) = EX) - [EX)] = 177 ) (%)2 ) %
oy = Var(Y) = E(P) - [E()] = 372 (173)2 :%
oy = Cov(X, V) = EXY) - EX)E(Y) = '7—7 (2_?)(17_’%) - 12407
Ty ~20/147 50

= —().2103 approx.
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v'Example 5: Suppose that the random variables X and V have a joint
density function given by

Find
(@) E(X), ) E(Y), (c)E(XY), (d) E(X*), (e)E(Y?),
® Var (X), (g)Var(Y), () Cov (X,)Y), (i) p
= Solution
6 (3
] 268
(a) EX) = ZIOJFEJ_ZG 0)(2x + v)dxdy = 03
I O N R [ ()
(b) E(Y) = 310 1=2Jx-=n“ (2x + v)dxdy = 03
c P 30
(c) E(XY) (xy)(2x + y)dxdy = =
]0__1:2_}‘:0 I
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(1)

A 20
EXX% = ?J J~o( v)(2x + y)dedy = 63

6 [5
E(YlyziJ J ()2 + v)drdy = 2

210 r=2)y=0 126

\2 |

1220 268 5036

| C 1 (170 16225

cr%, = Var(Y) = E(Y3) - [E(Y)]* = 16 ((ﬂ) = 7033

o ~ - _ 80 (2681170} _ 200
o -200/3969 -9

o / 20 = —(.03129 approx.

JCTARY 5036/3969'V/ 16,225/7938 \VosisVi60s
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v'Example 6: Proof the following theorem

r
OXY = 4] 1 — XY

= Solution
Proof By definition the covariance of X and ¥ and using the

various theorems about expected values, we can write
oy = Cov(X,Y) = E[(X — p(Y — uy)]

= EIXY — pxY — ppX + pxpyl

= E(XY) — uxE(Y) — puyE(X) + E(uxpy)

= E(XY) — pypy — mypy T pxpy
= E(XY) — pypy
= E(XY) — E(X)E(Y)

v'Example 7: Proof the following theorem
If Xand Y are independent, then E(XY) = E(X)-E(Y)and oyy = 0.
= Solution
Proof For the discrete case we have, by definition,
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EXY) =2 > xy-f(x.y
x v

Since X and Y are independent, we can write f (x,y) = g(x) - h(y),

where g(x) and h(y) are the values of the marginal distributions of
X and Y, and we get

E(XY) — E E xy - g fi(y)
x v

— |:Zr -g(x):| |:Z'; -h(}‘}:|

= (X)) - E(Y)

Hence,
oxXy = (11 —mxiy
= F(X)- (YY) — E(X)-FE(Y)
= 0
v Theorem (Remark)
If
X1,X2,...,Xn are independent
Then

E(X1X2...Xn) = E(X1)-E(X2) -..-E(Xn)
This is a generalization of the first part of above theorem.
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